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The Difference Between “Significant” and “Not Significant” is not
Itself Statistically Significant

Andrew GELMAN and Hal STERN

It is common to summarize statistical comparisons by declara-
tions of statistical significance or nonsignificance. Here we dis-
cuss one problem with such declarations, namely that changes in
statistical significance are often not themselves statistically sig-
nificant. By this, we are not merely making the commonplace
observation that any particular threshold is arbitrary—for exam-
ple, only a small change is required to move an estimate from
a 5.1% significance level to 4.9%, thus moving it into statistical
significance. Rather, we are pointing out that even large changes
in significance levels can correspond to small, nonsignificant
changes in the underlying quantities.

The error we describe is conceptually different from other oft-
cited problems—that statistical significance is not the same as
practical importance, that dichotomization into significant and
nonsignificant results encourages the dismissal of observed dif-
ferences in favor of the usually less interesting null hypothesis
of no difference, and that any particular threshold for declaring
significance is arbitrary. We are troubled by all of these concerns
and do not intend to minimize their importance. Rather, our goal
is to bring attention to this additional error of interpretation. We
illustrate with a theoretical example and two applied examples.
The ubiquity of this statistical error leads us to suggest that stu-
dents and practitioners be made more aware that the difference
between “significant” and “not significant” is not itself statisti-
cally significant.

KEY WORDS: Hypothesis testing; Meta-analysis; Pairwise
comparison; Replication.

1. INTRODUCTION

A common statistical error is to summarize comparisons by
statistical significance and then draw a sharp distinction between
significant and nonsignificant results. The approach of summa-
rizing by statistical significance has a number of pitfalls, most
of which are covered in standard statistics courses but one that
we believe is less well known. We refer to the fact that changes
in statistical significance are not themselves significant. A small
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change in a group mean, a regression coefficient, or any other sta-
tistical quantity can be neither statistically significant nor prac-
tically important, but such a change can lead to a large change in
the significance level of that quantity relative to a null hypothesis.

This article does not attempt to provide a comprehensive dis-
cussion of significance testing. There are several such discus-
sions; see, for example, Krantz (1999). Indeed many of the pit-
falls of relying on declarations of statistical significance appear
to be well known. For example, by now practically all introduc-
tory texts point out that statistical significance does not equal
practical importance. If the estimated effect of a drug is to de-
crease blood pressure by 0.10 with a standard error of 0.03,
this would be statistically significant but probably not impor-
tant in practice. Conversely, an estimated effect of 10 with a
standard error of 10 would not be statistically significant, but it
has the possibility of being important in practice. As well, in-
troductory courses regularly warn students about the perils of
strict adherence to a particular threshold such as the 5% signifi-
cance level. Similarly, most statisticians and many practitioners
are familiar with the notion that automatic use of a binary sig-
nificant/nonsignificant decision rule encourages practitioners to
ignore potentially important observed differences. Thus, from
this point forward we focus only on the less widely known but
equally important error of comparing two or more results by
comparing their degree of statistical significance.

As teachers of statistics, we might think that “everybody
knows” that comparing significance levels is inappropriate, but
we have seen this mistake all the time in practice. Section 2 of
this article illustrates the general point with a simple numerical
example, and Sections 3 and 4 give two examples from published
scientific research.

2. THEORETICAL EXAMPLE: COMPARING THE
RESULTS OF TWO EXPERIMENTS

Consider two independent studies with effect estimates and
standard errors of 25 ± 10 and 10 ± 10. The first study is sta-
tistically significant at the 1% level, and the second is not at all
statistically significant, being only one standard error away from
0. Thus, it would be tempting to conclude that there is a large dif-
ference between the two studies. In fact, however, the difference
is not even close to being statistically significant: the estimated
difference is 15, with a standard error of

√
102 + 102 = 14.

Additional problems arise when comparing estimates with dif-
ferent levels of information. Suppose in our example that there
is a third independent study with much larger sample size that
yields an effect estimate of 2.5 with standard error of 1.0. This
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(a)

Wald
Predictor β SE statistic p eβ

Initial equation
Number of older brothers 0.29 0.11 7.26 0.007 1.33
Number of older sisters 0.08 0.10 0.63 0.43 1.08
Number of younger brothers −0.14 0.10 2.14 0.14 0.87
Number of younger sisters −0.02 0.10 0.05 0.82 0.98
Father’s age at time of proband’s birth 0.02 0.02 1.06 0.30 1.02
Mother’s age at time of proband’s birth −0.03 0.02 1.83 0.18 0.97

Final equation—number of older brothers 0.28 0.10 8.77 0.003 1.33

(b)

Figure 1. From Blanchard and Bogaert (1996): (a) mean numbers of older and younger brothers and sisters for 302 homosexual men and 302
matched heterosexual men, (b) logistic regression of sexual orientation on family variables from these data. The graph and table illustrate that, in
these data, homosexuality is more strongly associated with number of older brothers than with number of older sisters. However, no evidence is
presented that would indicate that this difference is statistically significant. Reproduced with permission from the American Journal of Psychiatry.

third study attains the same significance level as the first study,
yet the difference between the two is itself also significant. Both
find a positive effect but with much different magnitudes. Does
the third study replicate the first study? If we restrict attention
only to judgments of significance we might say yes, but if we
think about the effect being estimated we would say no, as noted
by Utts (1991). In fact, the third study finds an effect size much
closer to that of the second study, but now because of the sample
size it attains significance.

Declarations of statistical significance are often associated
with decision making. For example, if the two estimates in the
first paragraph concerned efficacy of blood pressure drugs, then
one might conclude that the first drug works and the second does
not, making the choice between them obvious. But is this obvi-
ous conclusion reasonable? The two drugs do not appear to be
significantly different from each other. One way of interpreting
lack of statistical significance is that further information might
change one’s decision recommendations. Our key point is not
that we object to looking at statistical significance but that com-
paring statistical significance levels is a bad idea. In making a
comparison between two treatments, one should look at the sta-
tistical significance of the difference rather than the difference
between their significance levels.

3. APPLIED EXAMPLE: HOMOSEXUALITY AND
THE NUMBER OF OLDER BROTHERS AND

SISTERS

The article, “Biological Versus Nonbiological Older Brothers
and Men’s Sexual Orientation,” (Bogaert 2006), appeared re-
cently in the Proceedings of the National Academy of Sciences
and was picked up by several leading science news organiza-
tions (Bower 2006; Motluk 2006; Staedter 2006). As the article
in Science News put it:

The number of biological older brothers correlated
with the likelihood of a man being homosexual, re-
gardless of the amount of time spent with those sib-
lings during childhood, Bogaert says. No other sib-
ling characteristic, such as number of older sisters,
displayed a link to male sexual orientation.

We were curious about this—why older brothers and not
older sisters? The article referred back to Blanchard and Bo-
gaert (1996), which had the graph and table shown in Figure 1,
along with the following summary:

Significant beta coefficients differ statistically from
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(a) (b)

Figure 2. (a) Estimated effects of electromagnetic fields on calcium efflux from chick brains, shaded to indicate different levels of statistical
significance, adapted from Blackman et al. (1988). A separate experiment was performed at each frequency. (b) Same results presented as estimates
± standard errors. As discussed in the text, the first plot, with its emphasis on statistical significance, is misleading.

zero and, when positive, indicate a greater probability
of homosexuality. Only the number of biological older
brothers reared with the participant, and not any other
sibling characteristic including the number of nonbi-
ological brothers reared with the participant, was sig-
nificantly related to sexual orientation.

The conclusions appear to be based on a comparison of signif-
icance (for the coefficient of the number of older brothers) with
nonsignificance (for the other coefficients), even though the dif-
ferences between the coefficients do not appear to be statistically
significant. One cannot quite be sure—it is a regression analysis
and the different coefficient estimates are not independent—but
based on the picture we strongly doubt that the difference be-
tween the coefficient of the number of older brothers and the
coefficient of the number of older sisters is significant.

Is it appropriate to criticize an analysis of this type? After all,
the data are consistent with the hypothesis that only the num-
ber of older brothers matters. But the data are also consistent
with the hypothesis that only the birth order (the total number
of older siblings) matters. (Again we cannot be certain but we
strongly suspect so from the graph and the table.) Given that
the 95% confidence level is standard (and we are pretty sure
the article would not have been published had the results not
been statistically significant at that level), it is appropriate that
the rule should be applied consistently to hypotheses consistent
with the data. We are speaking here not as experts in biology
but rather as statisticians: the published article and its media re-
ception suggest unquestioning acceptance of a result (only the
number of older brothers matters) which, if properly expressed
as a comparison, would be better described as “suggestive.”

For example, the authors could have written that the sexual
preference of the men in the sample is statistically significantly
related to birth order and, in addition, more strongly related to
number of older brothers than number of older sisters, but with
the latter difference not being statistically significant. The statis-

tical analysis could be performed as a regression, as in the table
in Figure 1 but with the first two predictors linearly transformed
into their sum and their difference, so that there is a coefficient
for number of older siblings and a coefficient for the number of
brothers minus the number of sisters.

4. APPLIED EXAMPLE: HEALTH EFFECTS OF
LOW-FREQUENCY ELECTROMAGNETIC FIELDS

The issue of comparisons between significance and nonsignif-
icance is of even more concern in the increasingly common set-
ting where there are a large number of comparisons. We illustrate
with an example of a laboratory study with public health appli-
cations.

In the wake of concerns about the health effects of low-
frequency electric and magnetic fields, Blackman et al. (1988)
performed a series of experiments to measure the effect of elec-
tromagnetic fields at various frequencies on the functioning of
chick brains. At each of several frequencies of electromagnetic
fields (1 Hz, 15 Hz, 30 Hz, . . . , 510 Hz), a randomized experi-
ment was performed to estimate the effect of exposure, compared
to a control condition of no electromagnetic field. The estimated
treatment effect (the average difference between treatment and
control measurements) and the standard error at each frequency
were reported.

Blackman et al. (1988) summarized the estimates at the dif-
ferent frequencies by their statistical significance, using a graph
similar to Figure 2(a) with different shading indicating results
that are more than 2.3 standard errors from zero (i.e., statistically
significant at the 99% level), between 2.0 and 2.3 standard er-
rors from zero (statistically significant at the 95% level), and so
forth. The researchers used this sort of display to hypothesize that
one process was occurring at 255, 285, and 315 Hz (where ef-
fects were highly significant), another at 135 and 225 Hz (where
effects were only moderately significant), and so forth. The esti-
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mates are all of relative calcium efflux, so that an effect of 0.1, for
example, corresponds to a 10% increase compared to the control
condition.

The researchers in the chick-brain experiment made the com-
mon mistake of using statistical significance as a criterion for
separating the estimates of different effects, an approach that
does not make sense. At the very least, it is more informative to
show the estimated treatment effect and standard error at each
frequency, as in Figure 2(b). This display makes the key features
of the data clear. Though the size of the effect varies, it is just
about always positive and typically not far from 0.1.

Some of the most dramatic features of the original data as
plotted in Figure 2(a)—for example, the negative estimate at 480
Hz and the pair of statistically-significant estimates at 405 Hz—
do not stand out so much in Figure 2(b), indicating that these
features could be explained by sampling variability and do not
necessarily represent real features of the underlying parameters.
Further work in this area should entail more explicit modeling;
here we simply emphasize the inappropriateness of the approach
of using significance levels to compare effect estimates.

5. DISCUSSION

It is standard in applied statistics to evaluate inferences based
on their statistical significance at the 5% level. There has been a
move in recent years toward reporting confidence intervals rather
than p values, and the centrality of hypothesis testing has been

challenged, but even when using confidence intervals it is natural
to check whether they include zero. Thus, the problem noted here
is not solved simply by using confidence intervals. Statistical
significance, in some form, is a way to assess the reliability
of statistical findings. However, as we have seen, comparisons
of the sort, “X is statistically significant but Y is not,” can be
misleading.

[Received August 2006. Revised September 2006.]
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